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Different types of datasets



Open-domain VS 
contextual QA

Open-domain QA: model provided with the 
question only

→ mainly a retrieval task inside a knowledge 
base

How much reasoning involved?

→ concentrate on QA about a visual or 
textual extract, i.e. contextual QA

Reading comprehension task



Generative QA

The NarrativeQA Reading 
Comprehension Challenge, Kočiský et al. 
2017

+ MS MARCO

Snippets are not provided at test time, only the full script

https://arxiv.org/search/cs?searchtype=author&query=Ko%C4%8Disk%C3%BD%2C+T


VQA

VQA: Visual Question Answering, 
Agrawal et al. 2015 (ICCV)

+ others



Cloze-style

CNN & Daily Mail dataset 

from Teaching Machines to Read and 
Comprehend, Hermann et al. 2015 
(NeurIPS)

Picture from  A Thorough Examination of 
the CNN/Daily Mail Reading 
Comprehension Task, Chen et al. 2016



Multiple choice

RACE dataset

RACE: Large-scale ReAding 
Comprehension Dataset From 
Examinations, Lai et al. 2017



Extractive QA

SQuAD: 100,000+ Questions for Machine 
Comprehension of Text, Rajpurkar et al. 
2016

SQuAD 2, HotpotQA, QuAC, SWAG

The task is much more restricted

Evaluation with exact match and 
token F1



Reading comprehension models



Representation 
learning at its 
finest

Learn a enhanced context 
representation and add two linear layers

Originality of this work is that attention 
is used for both context and query

Picture from Bidirectional Attention Flow 
for Machine Comprehension, Seo et al. 
2017 (ICLR) The BiDAF model learns attentive Question & 

Context representations that are combined and 
passed into a BiLSTM
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● POS / NER information + add ELMo or CoVe 

Change the type of attention 
● Dot product / bilinear and add self-attention
● Co-attention (Dynamic coattention networks for 

question answering, Xiong et al. 2016 (ICLR))
● Iteratively compute attention (Reinforced Mnemonic 

Reader for Machine Reading Comprehension, Hu et al. 
2017 (IJCAI))

● Use CNN (QANet: Combining Local Convolution with 
Global Self-Attention for Reading Comprehension, Yu et 
al. 2018)

● “Ensemble” outputs from a Memory Network 
(Stochastic Answer Networks for Machine Reading 
Comprehension, Liu et al. 2017 (ACL))

● And, of course, use BERT

Representation 
learning at its 
finest

Since then, most models are variants of 
this idea



Do models really understand?

From the Black Box workshop of EMNLP

Pathologies of Neural Models Make Interpretations 
Difficult, Feng et al. 2018 

What Makes Reading Comprehension Questions 
Easier?, Sugawara et al. 2018 

Also in VQA Did the Model Understand the Question? 
Mudrakarta et al. 2016

Considering only a small part of the query or 
context does not change the result.



Some datasets are intrinsically weak

Adversarial Examples for Evaluating Reading 
Comprehension Systems, Jia & Liang 2017

Adding a distracting sentence in the context 
can totally disturb the model.

SQuAD AddSent

BiDAF 75.5 34.3

Mnemonic 78.5 46.6

F1 score on original and adversarial datasets
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Some datasets are intrinsically weak

Adversarial Examples for Evaluating Reading 
Comprehension Systems, Jia & Liang 2017

Adding a distracting sentence in the context 
can totally disturb the model.

SQuAD AddSent

BiDAF 75.5 34.3

Mnemonic 78.5 46.6

Efficient and Robust Question Answering 
from Minimal Context over Documents, 
Min et al. 2018 (ACL)

F1 score on original and adversarial datasets

92% of SQuAD questions are answerable 
with one sentence

→ pipeline model
sentences selector > classical QA model

Achieves 74.5 EM / 83.1 F1

The reasoning involved is rather limited 
because the answer is generally obvious

→ don’t expect the model to be intelligentIn the original dataset, there is necessarily 
an answer in the context!
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Questions for SQuAD, Rajpurkar, Jia & Liang 2018

Ask question during a conversation about a hidden 
piece of text

→ QuAC : Question Answering in Context, Choi 
et al. 2018 (EMNLP)

Develop real multi-paragraph reasoning across distractors 
and justify your answer

→ HotpotQA: A Dataset for Diverse, Explainable 
Multi-hop Question Answering, Yang et al. 2018 
(EMNLP)

The models trained on these datasets should be 
more robust thanks to the false examples and 
multi-task learning


